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2022 - 2023: Year of ChatGPT

● Great for VCs, startups, governments, OpenAI employees
● AI is mainstream
● LLMs are mainstream



2022-2023: Worst year for non-LLM research

● Most confusing time for traditionally objective fields (e.g. optimization, 
compilers, hardware, etc.). Questions lingering:

○ How do we remain relevant to LLMs?
○ Should we even care about LLMs?
○ None of the LLM topics are mainstream for these fields



A Root Cause: Human Feedback



Is this actually useful? 

“Did the world’s GDP actually change?”

- Sam Altman (Lex Fridman Podcast)

Original ChatGPT tasks:

● Rewrite email
● Tell jokes
● Random chats
● Write poetry



RL Fine-Tuning



RL-HF: RL from Human Feedback

Humans dictate subjective ratings:

● Creativity + personality
● Safety
● (Human-verifiable) Factuality

Great for Human Interaction:

● Writing prose (poetry, essays)
● Conversations
● Likeability / Human Values

Poor For:

● Experiment Prediction
● Business / Objective Metrics
● Forecasting



Opinion: Has Human Feedback Been Overdone?



Human Feedback Criticisms Over Time 

“AlphaGo-Human”: Optimize only on 
human ratings of board??



Superhuman LLMs via True RL

“ChatGPT is a local minimum” - David Silver



Welcome to the Era of Experience

“quantities such as cost, error 
rates, hunger, productivity, health 
metrics, climate metrics, profit, 
sales, exam results, success, 
visits, yields, stocks, likes, 
income, pleasure/pain, economic 
indicators, accuracy, power, 
distance, speed, efficiency, or 
energy consumption.”



RL from Ground Truth Rewards: Superhuman Reasoners



RL on CUDA Kernel Latency

Example of RL applied on real world 
cost functions



RL from World Feedback?

Superhuman ML Scientists: Train on experiment outcome feedback

Superhuman Chemical Designer: Train on making chemicals

Superhuman Chip Designer: Train on making expensive chip designs

 

Rewards are expensive!!



Interesting(?) Prediction From AI Safety Forum

https://www.lesswrong.com/posts/KFJ2LFogYqzfGB3uX/how-ai-takeover-might-happen-in-2-years


Reward Models from World Feedback Lens

Reward Models are more broadly, LM regressors over objectives:

Current focus on human feedback, but should be extended to 
any world feedback.

Examples:

● Outcomes of expensive experiments
● Metrics over production systems
● Environmental feedback

?



Different Names for Different Communities

LLM Lingo

● Reward Model
● AutoRater
● Verifier

Objective Function Lingo

● Regression
● Performance Prediction
● Surrogate



Regression with Language Models

Prompt (X):
I’m training a ResNet-52 on CIFAR-10 with hyperparameters batch size=256 
and learning_rate=0.01 with SGD, over 100 epochs. Predict accuracy?

Target (Y):
0.912

Description

Regression in experimental design.

x = Tabular Hyperparameters 

● Float (ex: Learning Rate)
● Category (ex: SGD or Adam)
● Integer (ex: Number of Layers) 

y = Scalar Metric (ex: Accuracy)



Benefits

LLM Community

● Reward Models Simulating Systems / 
Nature

● More precise reward modeling

Objective Metric Community

● Flexible text-based regression 
● Multi-task + meta-learning
● Easy + Scalable

Architecture
Code

Tabular Data

Stock Market World News



Y can be:
● Power
● Efficiency
● Cost
● Size
● Reliability

X can be:
● Layout / Floorplan
● Hyperparameters / Configuration files
● Associated code

Regression with Chip Design?



Ex: Test-Time Compute

Verification improves inference correctness, what if we had a “world verifier”?



Ex: Could we speedup program search?

AutoML-Zero (Real, 2020)



Original Prototype: 
OmniPred (T5)



High-Level Goal: Regression via Text!

Simple, general, scalable regression method

- John Schulman



Main Punchline

If you have (x,y) pairs from ANY regression tasks:

1. Convert x and y to text 
2. Next token prediction (prompt = x, target = y)
3. Profit! Simple + Scalable



X can be ANYTHING

Tabular Data

Code

Computation Graph
Protobuf



Standard “Prefix LM” Training: (Prompt, Response)

● X: Function input
● M: Metadata describing function
● Y: Objective value

Serialization for Tabular Regression (Ex: AutoML)



● Natural Language / JSON
● Raw value, no normalization!

Serialization (X)



● Natural Language
○ Shove in anything

● Conditions distribution
○ Important: Username, title, objective 

Serialization (M)



● Fixed-length custom tokens 
○ (sign, mantissa, exponent)

● Restricted decoding (logit masking) 
○ Always output correct tokens

● Raw value, no normalization!

Serialization (Y)



Regression Paradigm Change

Dynamic Input Spaces: (X) serialization ignores search space bounds 

Multitask: Just look at (M)

No Tensorization: Avoid fixed-length embeddings

No Rescaling/Normalization: Avoid numerical instability issues



Basic Language Model

Basic 12-layer T5X Encoder-Decoder (200M Params)

● No English pretraining.
● ~8 GPU for Training, 1 GPU inference



Example Dataset: Google Vizier 
(Hyperpameter Optimization)



Using Google Vizier Data

Convenient source of regression data from:

● AutoML (Hyperparameter tuning) 
● Chemistry / Biological
● Production (Ads Bidding)



Vizier Metadata

Metadata: Title, Owner, Description, Objective Name, Free-form text

Transferability sources:

● Single user, similar experiments
● Different user, similar experiments

○ Ex: ResNets on CIFAR10
● Similar params, different experiments

○ Ex: “learning_rate”
● Description / Free-Form Metadata

○ Ex: Associated code / file locations



Actual Serialization Examples

Domain X M



Actual Serialization Examples

Domain X M



Actual Serialization Examples

Domain X M



Actual Serialization Examples

Domain X M



Experiments



Key Questions:

● Can LM simultaneously regress on multiple-tasks?
○ Over different spaces and numeric scales?

● How is multi-task training useful?
○ Why would we train on f’(x) if we’re eval-ing on f(x) only?

● Can fine-tuning deal with unseen tasks?
○ Does pretrained knowledge carry over?



Simultaneous Regression (Synthetic Functions)

Is LM capable of high-precision, simultaneous regression?



Simultaneous Regression (Real World)

What about real-world objectives?



Multi-task Training (AutoML Data) 

If I only eval on f(x)...

Does training on f’(x) help?

Data Scaling Laws Occur! 

(↓ Lower is better)



Evaluation Across Domains

Single-task (apples-to-apples):

● Beats GP, Random Forest
● Beats MLP sometimes!

Multi-task beats Single-task

● Beats baselines most times
● Win by data scaling

(↓ Lower is better)



Local Finetuning Experiments

Classic GPT-Trick: Pretrain then 
Finetune

Eval on unseen Vizier studies 

● Studies after March 31, 2023
● From distinct users

(↓ Lower is better)



Local Finetuning Experiments

Positive Transfer

● Pretrained knowledge carries over 
to new studies

Negative Transfer…?

● Sometimes pretrained knowledge 
is worse…?

(↓ Lower is better)



Example + Future Applications



XLA Latency Prediction Problem

Predict Latency of XLA compilation graph

● Baseline: GNN + hardcore feature 
engineering



XLA Latency Prediction: No Feature Engineering Required

X (HloOpConfig)

M (hlo_text)

Y (compute_time_ns)



Grand Goal? Predict Software + Hardware Objectives

Absorb all experiment data so far

Predict Latency / Efficiency, etc.  given:

● Code, Compiler logs, Hyperparameters
● Hardware Layout (e.g. Chip Design)



Grand Goals: Predicting AI Scientist / AutoML Outcomes

Prompt = Entire Codebase

Outcome = Experiment measurement



Text-to-text regression: Powerful, Simple, Scalable

Input can be anything:

● Configuration Files
● Graphs
● Combinatorics
● Language
● Code
● Images



Generalize Targets

Y not just floats, also language outcomes?

● Predicting Scientific Experiments

More broadly, text-based world modeling?

● Ex: Genie 2 (Video to Video tokens)



“AGI” of Regression

One Model
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Thank you!



Unused Slides (Appendix)



Ablation Papers





Input-Side: LLM embeddings are Lipschitz continuous

Embedding(“0.1”) is close to Embedding(“0.11”)



Output Side: Decoding Numbers

Is it data efficient + accurate?

● Cross-entropy, not MSE
● Decoder, not Pointwise head

Analyze Decoder head attached to any 

feature representation



Older Riemannian Head

Softmax over lots of bins

Inefficient: Learn 1000 bins 

Decoder uses (10 Vocab)^(3 Tokens)



General Tokenization

Normalized (Tree-based) in [0,1]:

0.<b1><b2><b3><b4><b5><b6>…

Unnormalized (Sign-Exponent-Mantissa):



Theory

Binary tokenization

K = Number of bits, Bins = 2^K

N = Training data size



Decoder generalizes better than Riemann

K is high, N is low: Riemann struggles to to learn more bins

Decoder generalizes better!

Riemann fits to Signal + Noise

Decoder fits to Signal



Unnormalized Tokenization vs Pointwise Head



Real World (OpenML) Regression Tasks



Data Efficiency: Real World Regression

Decoder more data-efficient than Riemann

Sometimes outperforms even Pointwise!



Density Estimation: Toy Tasks

Temperature Sampling:

Most unbiased



Better Modeling for Real-World Data

MDN (Gaussian Mixtures) 
Unstable

Decoders: More reliable



Gradients vs In-Context

ICL not only way to absorb (x,y).

Gradients:

● Unbounded limit for absorbing (x,y) pairs
● Easy JSON formatting, no (X) compression

Analogous to MLP vs GP

VS



Best y-tokenization?



Importance of sampling aggregation?



When does Multi-task training help?

Intuitively when eval task has low training data.


