
Summary and Future:
● Text-based universal representations for 

hyperparameter optimizer

● Learn from huge HPO datasets

● Transformers = blackbox policies + function 
regressors

● Future: various extensions in search spaces, 
training algorithms, planning, multi-objective, …

OptFormer: One model, Two output types
  Policy:

Function regression:

Training
Standard supervised learning (behavioral cloning) 
w/ 250M param encoder-decoder Transformer 

Inference as hyperparameter optimization
● Sample from prior 

● Augmented with acquisition function

  Google AI Blog: ai.googleblog.com/2022/08/optformer-towards-universal.html
  Paper: arxiv.org/abs/2205.13320 
  Code: github.com/google-research/optformer

INTRODUCTION

Motivation
Data-driven hyperparameter optimization: Better priors + transfer learning 

Problem: How to transfer-learn over different search spaces and tasks, 
containing unstructured text data? 

Solution: Universal serialized data interface + Foundation Model for 
hyperparameter optimization

Google Vizier Database
● 16M+ HPO studies from 5 years
● Covers data from ML, Ads, Search 

across Google
● Varying search spaces, metrics, 

horizons, algorithms, metadata
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Data Serialization + Tokenization
● Normalized parameter + function values as 

integer token from [0, 1000) 
● Metadata tokenized by standard English 

sentencepiece tokenizer

RESULTS

Better Function Predictions than Gaussian Processes

Bayesian-Augmented Policy Outperforms SOTA Google Vizier
Simultaneous Algorithm Imitation

Ablation Studies

In-domain transfer (HPO-B) Out-of-domain transfer (Vizier)

https://ai.googleblog.com/2022/08/optformer-towards-universal.html
https://arxiv.org/abs/2205.13320
https://github.com/google-research/optformer

