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Why we need better Memorization & Attention in ML?

Fig. 1 DeepMind policy navigating simply by “sight”.

“It uses more memory and more computation per real 
interaction...” [DeepMind nav by sight]

           Fig. 2 Robotic arm “solving” Hanoi towers.
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● Lifelong Learning requires going beyond purely-reactive 
Robotics tasks:

   “Developmental Robotics: A Complex Dynamical System  
    with Several Spatiotemporal scales.”

● Memory is a key to AI and currently existing sequential 
recurrent architectures fail to memorize well.

● Lets learn how to attend to the world - is Attention all you 
need ? Different attention dimensions: spatial & temporal.

● Standard attention mechanisms are effectively parallelizable 
and avoid catastrophic forgetting, but are not scalable.

● Lifelong Learning Robotics requires long range contexts 
with no attention priors. 

https://arxiv.org/abs/1706.03762


                 Performer’s Backbone:
FAVO(R)+ 

                 



 What we Do NOT DO: Sparsifying Attention
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   Attention is Kernelizable - A Tale of Random Maps
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e.g. softmax kernel 
features

   Attention is Kernelizable - A Tale of Random Maps



Associativity for Speedups and Space Compression
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Causal Transformers as Prefix-Sums Calculators
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Causal Transformers as Prefix-Sums Calculators



Strong Uniform Convergence Guarantees

………...

………...

https://arxiv.org/pdf/2006.03555.pdf


Strong Uniform Convergence Guarantees

………...

………...

Standard uniform convergence from 
Recht & Rahimi if iid, but for R-ORFs 
some fun: negative dependence

https://arxiv.org/pdf/2006.03555.pdf
https://people.eecs.berkeley.edu/~brecht/papers/07.rah.rec.nips.pdf
https://arxiv.org/abs/2005.13590


Towards hyperbolic random features
                         



Towards hyperbolic random features
                         



Do we need to go beyond 
 trigonometric features ?
                         



https://docs.google.com/file/d/1sBmaypdFb-rGT3pJxfMuNpYQ9arob0Kk/preview


Do we need to go beyond trigonometric features ?
                         

Left: Symmetrized (around origin) utility function r (defined as a ratio of the mean squared errors of estimators built on: 
trigonometric and positive random features) as a function of the angle φ (in radians) between input feature vectors and 
their lengths l. Larger values indicate regions of (φ, l)-space with better performance of positive random features. We 
see that for critical regions with φ large enough (small enough softmax-kernel values) our method is arbitrarily more 
accurate than trigonometric random features. Plot presented for domain [−π, π] × [−2, 2]. Right: The slice of function r 
for fixed l = 1 and varying angle φ.



Do we need to go beyond trigonometric features ?
                         

Left: Comparison of the mean squared errors (MSEs) of the estimators applying trigonometric random features (TRIG) 
and the one leveraging the mechanism of positive random features (POS) in the region of small softmax-kernel values.  
Right: The slice of function r for fixed l = 1 and varying angle φ.



Positive (hyperbolic) features provide also strong theory



Optimal combination: Positive Orthogonal Random 
Features

accuracy gains



Further improvements by regularizing softmax



                       Benchmarking 
                          Performers





Positive vs trigonometric random features in practice
                         



Performers on ImageNet64 - pixel predictions models
                         



Performers on ImageNet64 - Approx. Softmax vs ReLU
                         



(a): ImageNet64 (validation) images 
(b): Partially Corrupted ImageNet64 images
(c): Negative log prob between (a) and (b)

   Model correctly distinguishes b/w actual and corrupted images.



               Applications
    Decoding Protein Language

Aka On the Hunt for Holy Grail of Modern Science...

                   

https://arxiv.org/abs/2009.14794


http://www.youtube.com/watch?v=wJyUtbn0O5Y
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                           Performers 
                     for Protein Design
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What we have already done...



Performers on moderate-size biological sequences
                         

Train = Dashed, Validation = Solid, Unidirectional = (U), Bidirectional = (B). For TrEMBL, we used the exact 
same model parameters (nheads, nlayers, dff , d) = (8, 36, 1024, 512) from (Madani et al., 2020) for all runs. 
For fairness, all TrEMBL experiments used 16x16 TPU-v2’s. Batch sizes were maximized for each separate 
run given the compute constraints. Hyperparameters & extended results including dataset statistics, out of 
distribution evaluations, and visualizations will appear soon in the extended version of the paper.



Performers on long biological sequences: towards 
modeling complexes of proteins - proof of concept
                         



What do Performers attend to ?



We show the attention matrices for the first 4 layers and all 8 heads (each row is a layer, each column is 
head index, each cell contains the attention matrix across the entire BPT1_BOVIN protein sequence). Note 
that many heads show a diagonal pattern, where each node attends to its neighbors, and some heads show 
a vertical pattern, where each head attends to the same fixed positions.



Amino acid similarity matrix estimated from attention matrices aggregated across a small subset of sequences, 
as described in Vig et al. (Vig et al., 2020). The sub-figures correspond respectively to: (1) the normalized 
BLOSUM matrix, (2) the amino acid similarity estimated via a trained Performer model. Note that the Performer 
recognizes highly similar amino acid pairs such as (D, E) and (F, Y).



            Performers performing on the Long Range Arena
                                Long Range Arena Paper

https://openreview.net/pdf?id=qVyeW-grC2k








Performers externally
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Why did Performers Team start working on these new applications ?

1. Not a science-fiction: we have all the tools.
2. Impact: if successful, it will revolutionize the way we do machine learning.
3. The pre-revolution has already started: 

Performers & Reformers: Reformer's reversible layers + Performer’s attention =  
CausalFavor

Performers & Conformers (External): “Performer in Conformer (PIC)” only needs 
10 million params. vs. 116.4 million param. regular Conformer on LibriSpeech 
corpus. PIC (w/ much smaller model size) also beats dynamic/lightweight 
convolution + attention by 20% in word error.

https://ai.googleblog.com/2020/01/reformer-efficient-transformer.html
https://github.com/google/trax/blob/master/trax/layers/research/sparsity.py
https://ai.googleblog.com/2020/10/rethinking-attention-with-performers.html
https://github.com/google-research/google-research/tree/master/performer/fast_self_attention
https://github.com/google/trax/blob/master/trax/layers/research/sparsity.py#L659
https://arxiv.org/abs/2011.04196v1
https://arxiv.org/abs/1912.11793
https://arxiv.org/abs/1912.11793


Thank you for the Attention !

     Fig. Linearized softmax causal attention as a prefix-sum computation engine.


